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Abstract

This paperpresentsa casestudyof the 10-GigabitEther
net(10GbE)adapterfromintel R . Speci cally, with appropri-
ate optimizationgo the con gurationsof the 10GbEadapter
andTCPR, wedemonstatethatthe10GbEadaptercanperform
well in local-area, storage-area, system-aga, and wide-aea
networks.

For local-area, storage-area,and system-aga networksin
supportof networksof workstations network-attabed stor-
age, and clustess, respectivelywe can achieve over 7-Gb/s
end-to-endhroughputand12- send-to-endatencybetween
applicationsrunningon Linux-based”Cs. For thewide-area
networkin supportof grids, we broke the recently-setnter-
net2 Land SpeedRecod by 2.5 timeshy sustainingan end-
to-end TCP/IP throughputof 2.38 Gb/s betweenSunnyvale
California and Geneva, Switzerland(i.e., 10,037kilometes)
to move over a terabyteof datain lessthan an hour. Thus,
theaboveresultsindicatethat L0GbEmaybe a cost-efective
solutionacrossa multitudeof computingenvironments.
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1. Intr oduction

Thirty yearsagoin a May 1973 memo, RobertMetcalfe
describedhetechnologythatwould evolve into today's ubig-
uitous Ethernetprotocol. By 1974, Metcalfe and his col-
league David Boggs,built their rst Ethernet;andby 1975,
they demonstratevhatwasat thetime a dazzling2.94Mb/s
of throughputover the 10-Mb/sEthernetmedium. Sincethat
time, Ethernethasproliferatedandevolvedtremendoushand
hasdoneso in virtual lockstepwith the ubiquitousTCP/IP
(TransmissiornControl Protocol/ InternetProtocol)protocol
suitewhich wasstartedat StanfordUniversityin the summer
of 1973. Today's Ethernetcarries99.99%of Internetpack-
etsandbearslittle resemblancéo the original Ethernet{11].
About the only aspectof the original Ethernetthat still re-
mainsis its packetformat.

So, even though the recently ratied 10-Gigabit Ether
net(10GbE)standardiiffersfrom earlierEthernetstandards,
mainly with respectio operatingonly over ber andonly in
full-duplex mode, it still remainsEthernet,and moreimpor-
tantly, doesnot obsoletecurrentinvestmentsn network in-
frastructure.Furthermorethe 10GbEstandardensuresnter-
operabilitynot only with respecto existing Ethernetbut also
othernetworking technologiesuchasSONET (i.e., Ethernet
over SONET), thus paving the way for Ethernets expanded
usein metropolitan-areaetworks(MANSs) andwide-areanet-
works (WANSs). Finally, while 10GbEis armguablyintended
to easemigrationto higher aggreateperformancdevelsin
institutional network-backbonenfrastructuresthe resultsin
this papemwill demonstraté 0GbES versatilityin a myriadof
computingervironments.
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Figure 1. Architecture of the 10GbE Adapter

The remainderof the paperis organizedasfollows: Sec-
tion 2 briey describeshe architectureof the Intel 10GbE
adapter Section3 presentsthe local-areanetwork (LAN)
andsystem-areaetwork (SAN) testingervironments gxper
iments,andresultsandanalysis and Section4 doesthe same
for thewide-areanetwork (WAN). Finally, we summarizeand
concludein Section5.

2. Ar chitecture of a 10GbE Adapter

Therecentarrival of the IntelR PRO/10GbELR™ sener
adapter paves the way for 10GbE to become an all-
encompassingechnologyfrom LANs and SANs to MANs
andWANSs. This rst-generation10GbEadapterconsistsof
threemajorcomponentsintel 82597EX™ 10GbEcontroller,
512-KB of ash memory andintel 1310-nmserialoptics,as
shavnin Figurel.

The 10GbEcontroller providesan Ethernetinterfacethat
delivers high performanceby providing direct accesgo all
memory without using mapping registers, minimizing pro-
grammed/O (PIO) readaccessequiredto managethe de-
vice, minimizing interruptsrequiredto managethe device,
and off-loading the host CPU of simple taskssuchas TCP
checksumcalculations. Its implementationis in a single
chipandcontainshoththemedium-accessontrol(MAC) and
physical(PHY) layer functions,as shavn at the top of Fig-
urel. ThePHY layer, to theright of the MAC layerin Fig-
ure 1, consistsof an 8B/10B physicalcoding sublayeranda
10-gigabitmediaindependeninterface(XGM II). To theleft
of the MAC layer is a direct-memoryacces§YDMA) engine
andthe “peripheralcomponeninterconnecextended”inter-
face(PCI-X I/F). Theformerhandleshetransmitandreceie

dataanddescriptotransferdetweerthehostmemoryandon-
chipmemorywhile thelatterprovidesa completegluelessn-
terfaceto a33/66-MHz,32/64-bitPClbusora33/66/100/133-
MHz, 32/64-bitPCI-X bus.

As is already common practice with high-performance
adapterssuchas Myricom's Myrinet [2] and Quadrics' Qs-
Net[17], the 10GbEadaptefreesup host-CPUcyclesby per
forming certaintasks(in silicon) on behalfof the hostCPU.
In contrastto the Myrinet and QsNetadaptershowever, the
10GbEadapteffocuseson hostoff-loading of certainTCP/IP
tasks ratherthanon remotedirect-memoryacces§RDMA)
and sourcerouting. As a result, unlike Myrinet and Qs-
Net, the 10GbEadaptemprovidesa general-purpose,CP/IP-
basedsolutionto applicationsa solutionthatdoesnot require
arny modi cation to applicationcodesto achieve high perfor
mance e.g.,ashigh as7 Gb/sbetweerend-host@applications
with anend-to-endateng aslow as12 s.

As we will seelater, achiezing higherthroughputwill re-
quire either efcient of oading of network tasksfrom soft-
wareto hardware(e.g.,IETF's RDMA-over-IP effort, known
as RDDP or remotedirect dataplacemen{19]) and/orsig-
ni cantly faster machineswith large memory bandwidth.
Achieving substantiallyhigherthroughput,e.g.,approaching
10 Ghb/s,will notbepossibleuntil the PCI-X hardwarebottle-
neckin a PCis addressedCurrently the peakbandwidthof a
133-MHz,64-bit PCI-X busin aPCis 8.5 Gb/s(seeleft-hand
sideof Figurel), whichis lessthanhalf the20.6-Gb/didirec-
tional datarate(seeright-handsideof Figurel) thatthe Intel
10GbEadaptercansupport.

1Speci cally, TCP& IP checksum&ndTCP segmentation.



3. LAN/SAN Tests

In this sectionwe presenpbur LAN/SAN experimentale-
sultsandanalysis.Theresultshereshowv thatwe canachieve
over 7 Gb/sof throughputand12- send-to-endateng with
TCP/IP

3.1 Testing Environments

We evaluatethe performancef the Intel 10GbEadaptein
threedifferentLAN/SAN ernvironmentsasshavn in Figure2:

(a) Directsingle o w betweerntwo computers
connectedack-to-backia a crosswer cable,

(b) Indirectsingle o w betweertwo computers
througha Foundryr Fastlron™ 1500switch,

(c) Multiple o wsthroughthe FoundryFastiron
1500switch,

wherethe computerghat hostthe 10GbEadaptersareeither
DellR PowverEdgéM 2650 (PE2650)seners or Dell Pow-
erEdge4600(PE4600)seners.

(Recentlywe have alsoconductedhdditionalback-to-back
testson computersystemsprovided by Intel, with a slightly
fasterCPU andfront-sidebus (FSB). Giventhatwe only had
thesesystemdor a few days,we merelyusethe resultsfrom
thesesystemsfor anecdotalpurposesas well as a “sanity-
check” on our more exhaustie testson the Dell PoverEdge
seners?)

EachPE2650containsdual 2.2-GHzIntel Xeon™ CPUs
running on a 400-MHz front-side bus (FSB), using a
SenerWorksR GC-LE chipsetwith 1 GB of memoryanda
dedicatedl33-MHz PCI-X bus for the 10GbEadapter The-
oretically, this architecturakcon guration provides25.6-Gb/s
CPUbandwidthupto 25.6-Gb/smemorybandwidth and8.5-
Gb/snetwork bandwidthvia the PCI-X bus.

EachPE4600containgdual2.4-GHzIntel XeonCPUsrun-
ningona400-MHzFSB,usinga SenerWborksGC-HE chipset
with 1 GB of memoryanda dedicatedl00-MHz PCI-X bus
for the 10GbEadapter This particularcon guration provides
theoreticabandwidthsof 25.6-Gb/s51.2-Gb/sand6.4-Gb/s
for the CPU,memory andPCI-X bus,respectiely.

(The systemgrovided by Intel containdual 2.66-GHzIn-
tel Xeon CPUsrunning on a 533-MHz FSB, using Intel's
E7505 chipsetwith 2 GB of memoryand a dedicated100-
MHz PCI-X bus for the 10GbE adapter This architecture
providestheoreticalbandwidthsof 34-Gb/s,25.6-Gb/s,and
6.4-Gb/sfor the CPU,memory andPCI-X bus,respectiely.)

In additionto the above hosts,we usea FoundryFastlron
1500switch for both our indirect single- ow and multi- o w
tests.In thelattercasetheswitchaggreyatesGbEand10GbE

2We also have even more promising (but again, preliminary) 10GbEre-
sultsona 1.5-GHzltanium-Il system.
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Figure 2. LAN/SAN Testing Environments

streamdrom (or to) mary hostsinto a 10GbE streamto (or
from) asinglehost. Thetotal backplandandwidth(480Gb/s)
in the switch far exceedghe needsf our testsaseachof the
two 10GbEportsis limited to 8.5Gb/s.

Fromasoftwareperspectie,all theabovehostsruncurrent
installationsof DebianLinux with customizedkernelbuilds
andtuned TCP/IP stacks. Speci ¢ kernelsthat we usedin-
clude2.4.19,2.4.19-ac42.4.19-rmap15k2.4.20,and2.5.44.
Becausethe performancedifferencesbetweenthesevarious
kernelbuilds prove negligible, we do not reportthe running
kernelversionin ary of theresults.

3.2 Experiments

In this paper our experimentsfocus on the performance
of bulk datatransfer We usetwo tools to measurenetwork
throughput— NTTCP[16] andlperf [8] — andnotethatthe
experimentalresultsfrom thesetwo tools correspondo an-
otheroft-usedtool callednetperf  [14].

NTTCP and IPerf work by measuringthe time required
to senda streamof data. Iperf measureshe amountof data
sentover a consistenstreamin a settime. NTTCR a ttcp



variant, measureshe time requiredto senda setnumberof

X ed-sizepaclets. In our tests,lIperf is well suitedfor mea-
suringraw bandwidthwhile NTTCP s bettersuitedfor opti-
mizing the performancéetweerthe applicationandthe net-
work. As our goalis to maximizeperformanceo theapplica-
tion, NTTCP providesmorevaluabledatain thesetests. We
thereforepresentprimarily NTTCP datathroughoutthe pa-
per. (Typically, the performancalifferencebetweerthetwo is
within 2-3%. In no casedoeslperf yield resultssigni cantly
contraryto thoseof NTTCR)

To estimatethe end-to-endlateny betweena pair of
10GbEadapterswe useNetPipe[15] to obtainan averaged
round-triptime over several single-byte ping-pongtestsand
thendivide by two.

To measuréhememorybandwidthof our Dell PoverEdge
systemswe useSTREAM[10].

To estimatethe CPU load acrossour throughputtests,we
samplée/proc/loadavg at ve-toten-secondhtervals.

And nally, to betterfacilitatetheanalysisof datatransfers,
we make useof two tools,tcpdump [21] andMAGNET [6].
tcpdump is commonlyavailableandusedfor analyzingpro-
tocolsatthewire level. MAGNET is a publicly availabletool
developedin part by the co-authorsfrom Los Alamos Na-
tional Laboratory MAGNET allowed usto traceandpro le
the pathstaken by individual pacletsthroughthe TCP stack
with negligible effecton network performanceBy observing
arandomsamplingof paclets,we wereableto quantify how
mary pacletstake eachpossiblepath,the costof eachpath,
andthe conditionsnecessaryor a paclet to take a “faster”
path. (We notethatthis is just oneof mary possibleusesfor
MAGNET)

3.3 Experimental Results

This sectionpresentan abridgedaccountof the optimiza-
tions that we implementedo achieve greaterthan4 Gb/s of
throughputfor a single TCP/IP o w betweena pair of low-
end2.2-GHzDell PE2650s.For a more in-depthdiscussion
of eachoptimizationstep,we referthereaderto [7].

We begin our experimentswith a stock TCP stack. From
this starting point, we implementoptimizationsone by one
to improve network performancebetweentwo identical Dell
PE2650s0nnectedria 10GbE,asshavn in Figure2(a).

Themorecommondevice andTCP optimizationsresultin
little to no performancegains. Theseoptimizationsinclude
changingvariablessuchasthe device transmitqueuelengths
andtheuseof TCPtimestamps.

3.3.1 Bandwidth

Before commencingour formal testing, we tune the TCP
window sizes by calculating the ideal bandwidth-delay
productandsettingthe TCP window sizesaccordingly[22].

Runningin a LAN or SAN, we expect this productto be
relatively small, even at 10GbE speeds. The initial lateng
numbersthat we obsened are 19 s running back-to-back
and 25 s running through the Foundry switch. At full
10GbE speed,this resultsin a maximum bandwidth-delay
product of about 48 KB, well belon the default window
settingof 64 KB. At obsenedspeedsthe maximumproduct
is well underhalf of the default. In eithercase thesevalues
arewithin thescopeof thedefaultmaximumwindow settings.

Stock TCP

We beagin with single- ow experimentsacross pair of un-
optimized(stock)Dell PE2650susingstandard 500-byteand
9000-byte(jumboframe)maximumtransferunits (MTUS). In
their stock (i.e., default) con gurations, the dual-processor
PE2650shave a standardnaximumPCI-X bursttransfersize
— controlledby themaximummemoryreadbytecount(MM-
RBC) register— of 512 bytesand run a symmetricmulti-
processing(SMP) kernel. In eachsingle- ow experiment,
NTTCP transfers32,768 paclets rangingin size from 128
bytesto 16 KB atincrementgangingin sizefrom 32 to 128
bytes.

Figure 3 shows the baselineresults. Using a larger MTU
size produces40-60% better throughputthan the standard
1500-byte MTU. For 1500-byte MTUs, the CPU load is
approximately0.9 on both the sendand receve hostswhile
the CPU load s only 0.4 for 9000-byteMTUs. We obsene
bandwidthpeaksat 1.8 Gb/swith a 1500-byteMTU and2.7
Gb/swith a9000-byteMTU.
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Figure 3. Throughput of Stock TCP: 1500- vs.
9000-byte MTU

Stock TCP + IncreasedPCI-X Burst Size

Next, we increasahe PCI-X bursttransfersize(i.e., MM-
RBC register)from 512 bytesto 4096 bytes. Although this
optimizationonly producesa maginalincreasan throughput
for 1500-byteMTUs, it dramaticallyimproves performance



with 9000-byteMTUs. The peak throughputincreaseso
over 3.6 Gh/s,athroughpuincreasenf 33%overthebaseline
casewhile the averagethroughputincreaseso 2.63Gb/s,an
increasef 17%. The CPUloadremaingrelatively unchanged
from thebaselinenumbergseportedabove.

Stock TCP + IncreasedPCI-X Burst Size+ Uniprocessor
At thepresentime, the P4 Xeon SMP architectureassigns
eachinterruptto a single CPU insteadof processinghem
in a round-robin manner betweenCPUs. Consequently
our next counterintuitive optimization is to replace the
SMP kernel with a uniprocesso(UP) kernel. This change
furtherimprovesaveragethroughputfor 9000-byteMTUs by
approximatelyl0% to 2.9 Gb/s. For 1500-byteMTUs, the
averageand maximum throughputsincreaseby about 25%
and 20% to 2.0 Gb/sand 2.15 Gb/s, respectiely. In addi-
tion, the CPUloadwasuniformly lowerthanin the SMPtests.

TCP with OversizedWindows + IncreasedPCI-X Burst
Size+ Uniprocessor

Though we calculated that the default window sizes
were much larger than the bandwidth-delayproduct, we
improve throughputfurther by setting the window size to
be four times larger than the default setting (and roughly
ten times larger than the actual bandwidth-delayproduct).
That is, we set the receve soclet buffer to 256 KB in
/proc/sys/net/ipvé/tcp rmem. With a 256-KB
soclet buffer, the peakbandwidthincreaseso 2.47 Gb/swith
1500-byteMTUs and 3.9 Gb/s with 9000-byteMTUs, as
shavn in Figure4. A detaileddiscussionof this particular
optimizationwill bepresentedn Section3.5.1.

Tuning the MTU Size

We achiere even better performancewith non-standard

MTU sizes.Figure5 shavsthatthe peakbandwidthachieved
is 4.11 Gb/swith an 8160-byteMTU.2 This resultis a direct
consequencef Linux's memory-allocationsystem. Linux
allocatesmemoryfrom pools of “power-of-2” sizedblocks,
An 8160-byteMTU allows an entire paclet, i.e., payload+
TCP/IP headerst Ethernetheadersjo t in a single 8192-
byte block whereasa 9000-byteMTU requiresthe kernelto
allocatea 16384-byteblock, thuswastingroughly 7000bytes.
The above discussionleadsus to our next logical step—
usingthe largestMTU thatthe Intel L0GbEadaptercansup-
port,namely16000bytes.With a 16000-byteMTU, the peak
throughputachieved is 4.09 Gb/s, virtually identical to the
8160-byteMTU case.However, the averagethroughputwith
thelargerMTU is clearlymuchhigher, asshavn in Figureb.
Thesurprisinglymaminalincreasen throughpuis dueto the
senders congestionwindow arti cially limiting throughput,
asdiscussedh moredetailin Section3.5.1.1t is worth noting

38160-byteMTUs canbeusedin conjunctionwith ary hardwarethatsup-
ports9000-byteMTUs.
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Figure 4. Throughput of TCP with Oversized
Windows and Increased PCI-X Burst Size Run-
ning on a Unipr ocessor Kernel
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Figure 5. Throughput of Cumulative Optimiza-
tions with Non-Standar d MTUs

thatlargerMTUs, andconsequentlylargerblock sizesarenot
without consequencedJsinglargerblocksplacesfar greater
stresson the kernel's memory-allocatiorsubsystenbecause
it is generallyharderto nd thecontiguoupagesequiredfor
thelargerblocks.

(Note: As points of reference, Figure 5 also labels
the theoreticalmaximum bandwidthsfor Gigabit Ethernet,
Myrinet[12, 13], andQsNet[17]. A moredetaileddiscussion
of theseinterconnectyersusl0-GigabitEthernets presented
in Section3.5.4.)

3.3.2 Latency

Althoughourexperimentglid notfocuson optimizationswith
respecto lateng, we areacutelyawarethatlow lateng is crit-
ical for scienti ¢ applicationssuchasglobal climate model-



ing [24]. Thereforewe reportour preliminarylateng results
here,demonstratdhow end-to-endateng canbe improved,
andsuggesbtheravenuedor improvement.

Ourlateny measurementsynningNetPipebetweerapair
of 2.2-GHzDell PoverEdge2650s producel9- send-to-end
latenyy when the machinesare connectedack-to-backand
25- send-to-endatengy whengoingthroughthe FoundryFa-
stlron 1500 switch. As the payloadsizeincreasesrom one
byte to 1024 bytes, latenciesincreasdinearly in a stepwise
fashion,asshowvn in Figure6. Over the entirerangeof pay-
loads theend-to-endateng increaseatotal of 20%suchthat
the back-to-bacKateng is 23 s andthe end-to-endateng
throughthe switchis 28 s.

To reducetheselateny numbersevenfurther, particularly
for lateng/-sensitve ernvironments,we trivially shave off an
additional5 s (i.e., down to 14- s end-to-endateng) by
simply turning off a featurecalledinterrupt coalescing(Fig-
ure 7). In our bandwidthtestsandthe above lateng testsin
Figure6, we hadcon gured the 10GbEadaptersith a5- s
interruptdelay This delayis the periodthatthe 10GbEcard
waits betweenreceviing a paclet andraising an interruptto
signalpaclet reception.Sucha delayallows multiple paclet
receptiongo be coalescednto a singleinterrupt,thusreduc-
ing the CPUloadonthe hostatthe expenseof lateng.

From the perspectie of the host system,newer versions
of Linux (which we have yet to test)implementa New API
(NAPI) for network processing.This NAPI allows for better
handlingof network adaptergor network interfacecards)that
supporthardware-basethterruptcoalescindy coalescinghe
software processingof paclets from the network adapters
ring buffer. The older API queuessachreceved paclet sep-
arately regardlessof whethermultiple paclets are received
in a singleinterrupt, resultingin wastedtime in aninterrupt
contet to processeachindividual paclet. In the NAPI, the
interruptcontext only queueghe fact that pacletsare ready
to beprocessedndscheduleshepacletsto berecevedfrom
the network interfacecard later, outsidethe scopeof the in-
terruptcontext. This approachprovidestwo major bene ts:
(1) lesstime spentin an interruptcontect and (2) more ef-
cient processingf paclets,which ultimately decreasethe
loadthatthe 10GbEcardplacesonthereceving host.(In sys-
temswherethe hostCPU s a bottleneckjt would alsoresult
in higherbandwidth.)

Newer versionsof Linux alsosupportTCP Segmentation
Of oad (TSO, also known as Large Send),anotherof oad
featuresupportedy Intel's 10GbEadaptersTSO allows the
transmittingsystemto usea large (64 KB) “virtual” MTU.
The 10GbE card then re-s@gmentsthe payloadinto smaller
paclets for transmission. As the NAPI doesfor receving
systemsthe implementatiorof TSO shouldreducethe CPU
loadon transmittingsystemsandin mary caseswill increase
throughput.
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3.4. Anecdotal Results

In addition to the more thorough experimental results
above, we have preliminaryresultson machineghatwe had
very limited accesgo. The rst setof thesemachinespro-
vided by Intel and describedbrie y in Section3.1, primar
ily differ from the Dell PE2650sby having dual 2.66-GHz
CPUsanda533-MHzFSB. Theessentially‘out-of-box” per
formanceof the 10GbEadapter®nthesemachinewas4.64-
Gb/sin a back-to-baclkcon guration. (It is worth noting that
this performanceequiredTCPtimestampdo be disabledbe-
causeenablingtimestampsreducedthroughputby approxi-
mately 10%. The reasonfor this behaior is explainedin
Section3.5.2). Lateny numbersetweerthesemachinesap-
pearedo beupto 2 slessthanthoseseenbetweerthe Dell
PE2650sjndicatingthat end-to-endatenciescould reachas
lowasl2 s.



We alsohave anecdotallOGbEresultsfor a 1-GHz quad-
processorltanium-1l system. Speci cally, multiple 1GbE
clientswere aggrgyatedthrougha 10GbE switch into a sin-
gle 1-GHz quad-processatanium-ll systemwith a 10GbE
adapter Performingthe sameset of optimizations,as de-
scribedabove, on the Itanium-II systemproducesa unidirec-
tional throughputof 7.2 Gb/s.

3.5 Discussionof LAN/SAN Results

This subsectiorpresentsa more detailedanalysisof our
experiments proposesvaysto improve performancdurther,
and putsour 10GbEresultsin context with respectto other
network interconnects.

3.5.1 LAN/SAN TCP Windows

Backin Section3.3,the“9000-byteMTU” throughputesults
in Figure 3 shoved a marked dip for payloadsizesbetween
7436and8948bytes(aswell asa seriesof smaller but higher
frequeng, dipsacrossall payloadsizes).Evenoptimizingthe
PCI-X bursttransfersizeandusinga uniprocessokerneldid

not eliminatethe marked dip; however, oversizingthe TCP
windows did eliminatethe markeddip, asshowvn in Figure4.

Using tcpdump and by monitoringthe kernel's internal
statevariableswith MAGNET, we tracethe cause®f this be-
havior to inef cient window useby both the senderandre-
ceiver. Brie y, the throughputdips area resultof (1) alarge
Maximum SegmentSize(MSS*) relative to theideal window
sizeand (2) Linux's TCP stackkeepingboth the adwertised
andcongestiorwindows MSS-aligned®

On the receve side, the actualadwertisedwindow is sig-
ni cantly smallerthanthe expectedvalue of 48 KB, ascal-
culatedin Section3.3. This behaior is a consequence
of Linux's implementationof the Silly Window Syndrome
(SWS)avoidancealgorithm[3]. Becausehe adwertisedwin-
dow is keptalignedwith the MSS, it cannotbe increasedy
smallamounts The larger that the MSS is relative to the
adwertisedwindow, the harderit becomedo increasehe ad-
vertisedwindow.”

On the senderside, performanceis similarly limited be-
causahecongestiorwindow is keptalignedwith theMSS[1].
For instancewith a 19- slateng, the theoreticalideal win-
dow sizefor 10GbEis about48 KB. With a 9000-byteMTU
(8948-byteMSS with options), this translatesto about5.5
pacletsperwindow. Thus,neitherthe sendemortherecever
cantransferé completepaclets;bothcando atbest5 paclets.
Thisimmediatelyattenuatetheidealdatarateby nearly17%.

4LooselyspeakingMSS=MTU — paclet headers.
5Linux is not uniquein this behavior; it is sharecby mostmodernTCPs.
6The window is aligned by -
- . This rounds the windov down to
thenearestncremeniof MSShytes.
“We notethatthisis actuallyanargumentfor notincreasingheMTU size.

The effect can be even more severe with smaller
bandwidth-delayroducts asshowvn in Figure8. Sucha situ-
ationcanariseon eitherthe sendor receve side. We describe
thesend-sideaseasit is easielto understand— thetheoreti-
cal(orideal)window sizeis ahardlimit thatthesendercannot
exceed(e.g., 26 KB in Figure 8). Becausehe congestion-
controlwindow mustbe MSS-alignedon the senderside, the
actualcongestion-contralindow is only 18 KB, or 31%less
thantheallowable26-KB window.
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Figure 8. Ideal vs. MSS-allowed Window

In additionto theaboveinef ciencies, thefull soclet-kuffer
memory(asallocatedfor window useby thekernel)onthere-
ceive may never be availableto be adwertisedasthe window.
Thatis, althoughthe window thatthe recever adwertisess a
function of the available buffer memory thereis no require-
mentthat this available buffer memorybe a multiple of the
MSS.As aresult,theamountof memorythatis notamultiple
of theMSSis simply wasted.

To further complicatematters the MSSis not necessarily
constanbetweercommunicatindnostsj.e.,thesendersMSS
is no necessarilyequalto thereceier's MSS. Why is this an
issue? Considera sendeMSS of 8960bytesanda recever
MSS of 8948bytesandlet the recever have 33,000bytesof
availablesocket memory® Thereceierwill thenadwertisea
window of bytes,or 19% less
thanthe available 33,000bytes. With a sendeiMSS of 8960
bytes,the maximumsizethatthe congestionwindow canbe,
dueto thefactthatthecongestiowindow mustbekeptMSS-
aligned,s bytes,or 33%lessthan
therecever'sadwertisedwindow andnearly50%smallerthan
the actualavailable soclket memoryof 33,000bytes. If win-
dow scalingis used(asis becomingmore prevalentwith the
proliferationof gigabit-perseconchetworksin the wide-area
network), thesituationis exacerbatedvenfurtherbecausé¢he
accuray of the window diminishesasthe scalingfactorin-

8We frequently obsere sucha situation, i.e., the senderusing a larger
MSSvaluethanthe recever, in our tests. This is apparentlya resultof how
therecever estimateshe sendes MSSandmightwell beanimplementation
bug.



creasesEvenwithoutscaling,in this example thesendeand
recever arebotharti cially limiting the bandwidthby atotal
of nearly50%.

To overcomeheabove problemsnetwork researchemsou-
tinely (andin mary casesblindly) increasehe default soclet
buffer sizeseven further until performancemproves. How-
ever, this is a poor “band-aid” solution in general. There
shouldbe no needto setthe soclet buffer to mary timesthe
ideal window sizein ary ervironment;in a WAN erviron-
ment, settingthe soclet buffer too large can severelyimpact
performanceasnotedin Tablel. Furthermorethelow laten-
ciesandlarge MSSin LAN/SAN ervironmentsare contrary
to this “conventionalwisdom” of settingthe window/buffer
sizesolarge. In addition,the above solutiondoesnot prevent
the senderfrom being arti cially limited by the congestion
window, asnotedearlier Bettersolutionsmight includethe
following:

Modifying the SWS avoidanceand congestion-winde
algorithmsto allow for fractionalMSSincrementsvhen
thenumberof sgmentsperwindow is small.

Making “better” (or atleast,moreconserative) adaptie
calculationsof theMSSonthereceve side.

Allowing the sendetto incrementallydecreas¢he MSS
if thecongestiorwindow is lockedin a steadystate.

In summary althoughlarger MTUs tendto improve net-
work throughputand reduceCPU load, they magnify prob-
lems that were not as apparentwith the standardl500-byte
MTU, particularly in a LAN/SAN environment. Speci -
cally, a large MSS relative to the ideal window size (as
in a LAN/SAN) and TCP's “enforcement”of MSS-aligned
windows resultsin lowerthan-expected, highly- uctuating
throughput.

(Interestinglywe rst raninto theseproblemswhenwork-
ing with IP overtheQuadricanterconnectTheproblemman-
ifesteditself to a lesserextent dueto the lower dataratesof
QuadricsQsNet(3.2 Gb/s). However, aslateny decreases,
bandwidthincreases,and perhapsmost importantly MTU
sizeincrease$9], thisproblemwill only exacerbatétself fur-
ther)

3.5.2 Analysis of PerformanceLimits

Giventhatthe hardware-basethottleneckin theDell PE2650s
isthePCI-X busat8.5Gh/s,the peakthroughpubf 4.11Gb/s
is only abouthalf theratethatwe expect.

In all of our experiments,the CPU load remainslow
enoughto indicatethatthe CPU is not a primary bottleneck.
This is supportedby the fact that disablingTCP timestamps
on the PE2650syields no increasein throughput;disabling
timestampgivesthe CPUmoretime for TCP processingnd
shouldthereforeyield greaterthroughputif the CPU werea

bottleneck.Furthermoreby moving from 1500-to 9000-byte
MTUSs, we typically expecta performancencreaseof 3x-6x
if the CPUwerethe bottleneck.Ourresultsshav anincrease
of only 1.5x-2x.

It is possiblethat the inherentcomplexity of the TCP re-
ceive path (relative to the transmitpath)resultsin a receve-
path bottleneck. In addition, while we have anecdotalevi-
dencethatthe SenerWorks GC-LE chipsetis capableof sus-
taining betterthan 90% of the PCI-X bandwidthit hasnot
beencon rmed. In short,boththe TCP receve pathandthe
actualPCI-X bus performanceare potentialbottlenecks.To
evaluateboth, we conductmulti- o w testing of the 10GbE
adapterghroughour Foundry Fastlron 1500 switch. These
testsallow us to aggreyate nearly 16 Gb/s from multiple
1GbE-enabledhoststo one or two 10GbE-enabledhosts(or
vice versa).

In the rst setof tests,we transmitto (or from) a single
10GbEadapter Thesetestsidentify bottlenecksn thereceve
path,relativeto thetransmitpath,by multiplexing theprocess-
ing requiredfor onepathacrossseveralmachineswhile keep-
ing the aggreatedpathto (or from) a single 10GbE-enabled
Dell PE2650constant.Theseresultsunexpectedlyshav that
thetransmitandreceve pathsareof statisticallyequalperfor
mance Giventherelative compleity of thereceive pathcom-
paredto thetransmitpath,we initially expectto seebetterper
formancewhenthe 10GbEadapteiis transmittingto multiple
hostsghanwhenreceving from multiple hosts.Previousexpe-
rienceprovidesa likely explanationfor this behaior. Paclkets
from multiple hostsaremorelik ely to berecevedin frequent
burststhanarepacletsfrom asinglehost,allowing thereceve
pathto bene t from interruptcoalescingtherebyincreasing
thereceve-sidebandwidthrelative to transmitbandwidth?

Multiplexing GbE o ws acrosswo 10GbEadapter®nin-
dependenbusesn asinglemachineyieldsresultsstatistically
identicalto thoseobtainedusinga single 10GbEadapter We
canthereforerule outthe PCI-X busasa primary bottleneck.
In addition, this testalso eliminatesthe 10GbEadapterasa
primarybottleneck.

Usingthe Dell PE4600sandIntel-provideddual 2.66-GHz
systemsye determinghatmemorybandwidthis notalikely
bottleneckeither The PE4600susethe GC-HE chipset,of-
fering a theoreticalmemory bandwidthof 51.2 Gb/s; the
STREAM [10] memorybenchmarkreports12.8-Gb/smem-
ory bandwidthon thesesystemsnearly50% betterthanthat
of the Dell PE2650s Despitethis highermemorybandwidth,
we obsene no increasean network performance.Thereare,
unfortunately enougharchitecturaldifferencesbetweenthe
PE2650andPE4600thatfurtherinvestigationis required.

The Intel-provided systemshowever, further con rm that
memorybandwidthis not a likely bottleneck. STREAM re-
sultsfor the PE2650sand Intel-provided systemsare within
afew percentof eachother However, the Intel-providedsys-

9This con rms resultsin [4], albeitby very differentmeans.



temsachiezed4.64Gb/swith virtually no optimizationswhile
the heavily optimizedPE2650snly reachedt.11Gb/s. This
differencein performance betterthan 13%, cannotbe ac-
countedfor by differencesn the memorybandwidthalone.
A morelikely, but related explanationis the changen front-
side bus (FSB) speed. Furtherinvestigationis neededhow-
ever, beforemakingsucha conclusion.

All of the above resultsare supportedby Linux's paclet
generatar The paclet generatorbypasseghe TCP/IP and
UDP/IP stacksentirely. It is akernel-lesel loop thattransmits
pre-formed“dummy” UDP paclets directly to the adapter
(thatis, it is single-coly). We obsere a maximum band-
width of 5.5Gb/s(8160-bytepacletsatapproximately88,400
paclets/secpnthe PE2650svhenusingthe paclketgeneratar
This rateis maintainedvhenadditionalloadis placedon the
CPU,indicatingthatthe CPUis notabottleneck Becaus¢he
paclet generatoiis single-copy (asopposedo the IP stacks
triple-copy), memorybandwidthis not a limit to its perfor
mance. Our obsened TCP bandwidth,which is not single-
copy, is about75% of the paclet generatotbandwidth. It is
reasonabldo expect, however, that the TCP/IP stackwould
attenuatehe paclet generators performancedy about25%.
While this doesnot demonstratiely rule out memoryband-
width asabottleneckijt doesindicatethethe obsenedperfor
manceis in line with whatwe shouldexpectwerethememory
bandwidthnot a bottleneck.

Overall,we areleft to believe thatthe hostsoftware's abil-
ity to move databetweenevery componenin the systemis
likely the bottleneck. Given that the Linux kernel's paclet
generatorreportsa maximum total bandwidth of approxi-
mately 5.5 Gb/s on the PE2650s this movementof dataat-
tenuateshroughpuby 3 Gb/s(i.e.,8.5Gb/s- 5.5Gb/s)andis
the primarybottleneckiowardachiesing higherperformance.

3.5.3 Breaking the Bottlenecks

To improve network performance,contemporarynetwork
adaptergprovide variousmeansfor reducingthe load on the
hostoperatingsystemand hardware. Thesemethods often-
timesreferredto as“of oad” techniquesattempto move net-
workingtasksfrom thehostprocessoto theadapterA few of
thesaechniquetave beendiscussedbove,e.g.,TSO,check-
sumof oading, andinterruptcoalescingWhile eachof these
techniqueslo offer measurabl@erformanceyains theirmain
bene tis in decreasinghe load on the hostCPU ratherthan
substantiallymproving throughputandend-to-endateng.
However, in all of ourexperimentswe have seerthatCPU
load is not the primary bottleneck. Thus, the host systems
bandwidthis morelikely 1/0O-limited than CPU-limited. So,
the key to improving bandwidthis to eitherimprove the host
systems ability to movedata,decreaséheamountof datathat
needsto be moved, or decreas¢he numberof timesthatthe
dataneedgo be movedacrosgshe memorybus[18, 19].

Thetwo prevailing approachetowardsimproving TCP/IP
performanceare TCP of oad engines(TOEs) and RDMA
overlP [19]. Theformerwill of oad theentireTCPstackinto
the silicon of the network adaptemwhile the latter will lever-
agetheuseof a processobn the network adaptetto run TCP
software and enabledirect dataplacemenfrom the network
adapterinto applicationspace(RDMA over IP), thus elimi-
natingexcessve copying acrosshe memorybusandvirtually
eliminatingprocessindoadfrom thehostCPU.

It is our belief that TOE is not the best solution for a
general-purpos€CP. Mary previousattemptsat TOE engines
failed becausedesignand implementationerrors are virtu-
ally impossibleto changeoncethey are castin silicon (un-
lessan FPGA, eld-programmablegatearray or other eld-
upgradablerocessors used).ln a TOE, the TCPimplemen-
tationis effectively hiddenfrom the hostCPU software,mak-
ing it dif cult to interfacewith. Hardwaredesignandproduc-
tion costsaresigni cantly largerthanwith so-called‘dumb”
adapters. Most importantly the adaptermust still transfer
dataacrossthe memoryand1/O buses,introducinga poten-
tial sourceof dataerrors,errors that a TOE has no way to
detector correct

Our experiencehasshowvn that hardware canhave design
defectsthat lead to dataerrors. In high-loadervironments,
heat,high bit rates,or poorhardwaredesignsoftencontribute
in errorratesfar higherthanpredictedby hardwaremanufic-
turers[20]. This is especiallythe casewith “bleedingedge”
and other high-performancéardware. For instance,in our
educatedopinion, receved TCP datashould not be check-
summedin the adapter;ratherthey mustbe computedonce
the datahasreachedthe system$ main memory Unfortu-
nately currentproposaldor TOEsperformchecksumsn the
adapter

Ratherthanimplementa completeTOE, we would like to
seeanimplementatiorof a TCP headetparsingengine,e.g.,
ala ST [18]. Briey, suchan enginewould usea hashta-
ble of establishedocletsto transferthe payloadof incoming
pacletsdirectlyinto usermemory Theheadersvould thenbe
passedn to the kernelfor normalprocessingin theeventof
out-of-orderpaclets,or otherTCP circumstancethat cannot
be handledon a fastpath,the adaptepasseshe entire paclet
onto thekernelfor traditionalprocessing.

Suchanimplementatiorrequiresa small amountof logic
and buffer memoryon the adapteiitself aswell asa simple
interfacefor interactingwith thekernel. Furthermorethis ap-
proachkeepsthe TCP logic on the hostwhile allowing the
adapterto transferthe payload. It also isolatesTCP from
hardware-dependerdesigndecisionsandallows for an easy
upgrademaintenanceanddevelopmenipathfor the TCP

An additionalpossibility thatwe hopeto seeimplemented
in the future is the placementof network adapterson the
Memory Controller Hub (MCH), typically found on the
Northbridge. Intel's CommunicationStreamingArchitecture



(CSA) [5] is suchan implementationfor Gigabit Ethernet.
Placingthe adapteron the MCH allows for the bypassof the
I/O bus. By eliminating the I/O bus, we eliminate both an
importantbottleneckanda sourceof dataerrors. In addition,
the adaptetlis betterenabledo computethe checksunof the
payloadonceplacedin systemmemory Sucha computation
wouldsigni cantly improvetheaccurag andreliability of the
checksums.

3.5.4 Putting the 10GbE LAN/SAN Numbersin Perspec-
tive

We now turn to discussthe actualperformancehat onecan
expect out of Gigabit Ethernet, Myrinet, and even QsNet
(ratherthanthe theoreticalmaximumsshavn in Figure5) in
orderto provide abetterreferencepointfor the L0GbEresults.

Our extensie experiencewith 1GbE chipsets(e.qg., In-
tel'se1000line andBroadcoms Tigon3) allows usto achieve
near line-speedperformancewith a 1500-byteMTU in a
LAN/SAN ervironmentwith most payloadsizes. With ad-
ditional optimizationsn aWAN ervironment,similar perfor
mancecanbe achieved but with a 9000-byteMTU. 10

For comparisonto Myrinet, we report Myricom's pub-
lishedperformancenumberdor theiradapter$l2, 13]. Using
their proprietaryGM API, sustainedinidirectionabandwidth
is 1.984Gb/sandbidirectionalbandwidthis 3.912Gb/s.Both
of thesenumbersarewithin 3% of the 2-Gb/sunidirectional
hardwarelimit. TheGM API provide latencieontheorderof
6to 7 s. To usethis API, however, may oftentimesrequire
rewriting portionsof legagy applications'code.

Myrinet providesa TCP/IP emulationlayer to avoid this
problem. The performanceof this layer, however is notably
lessthanthatof the GM API. Bandwidthdropsto 1.853Gb/s,
andlatenciesskyrocketto over30 s.

Our experiencesvith Quadrics'QsNetproducedunidirec-
tional bandwidthandlateng numbersof 2.456Gb/sand4.9

s, respectiely, usingQsNets Elan3API. As with Myrinet's
GM API, the Elan3 APl may require applicationcodesto
rewrite their network code, typically from a soclets API to
Elan3API. To addresghis issue,Quadricsalsohasa highly
ef cient implementatiorof TCP/IPthatproduces2.240Gb/s
of bandwidthandunder30- slateng. For additionalperfor
manceresults see[17].

In summarywhencomparingT CP/IP performanceacross
all interconnectechnologiesour established 0GbEthrough-
put number(4.11 Gb/s)is over 300% betterthan GbE, over
120%betterthanMyrinet, andover80%thanQsNetwhile our
established 0GbElateny number(19 s)is roughly 400%
betterthanGbE and50%betterthanMyrinet andQsNet.Our
preliminary 10GbE throughputnumberof 7.2 Gb/s on the
Itanium-1l systemsis nearly 700% betterthan GbE, nearly

10Internet2Land SpeedRecordseton November19, 2002: single-stream
TCP/IPof 923 Mb/s over adistanceof 10,978km.

300% better than Myrinet, and over 200% betterthan Qs-
Net. Finally, esvenwhencomparingour 10GbETCP/IPperfor
mancenumberswith the numbersfrom otherinterconnects'
specializedhetwork software (e.g.,GM andElan3),we nd
the 10GbE performanceto be highly competitve — gener
ally betterwith respecto throughputandslightly worsewith
respecto lateng.

4., WAN Tests

In this sectionwe provide a brief accounbf ourwide-area
network testsandmorespeci cally, our Internet2LandSpeed
Recordeffort backin February2003.

4.1 Environment

In this section,we presenthe performancef our 10GbE
adaptersacrossa WAN that stretchedfrom Sunryvale, Cal-
ifornia to Genera, Switzerland(i.e., 10,037 kilometers),as
shown in Figure9. The WAN utilized a loanedLevel3 OC-
192 POS(10 Gb/s)circuit from the Level3 PoPat Sunryvale
to StarLightin Chicagoand then traversedthe transatlantic
LHCnetOC-48P0OS(2.5 Gh/s)circuit betweenChicagoand
Genea.

At Sunryvale, the OC-192 POS circuit originated at a
Cisco GSR 12406 router and was connectedto a Juniper
T640 (NSF TeraGrid router) at Starlightin Chicago. The
TeraGridrouterthencrossedver to a Cisco7609routerbe-
fore headingoverseago a Cisco 7606 routerin Geneva. In
traversingroughly halfway acrossgheworld, our WAN traf ¢
crossedwo differentautonomousystems:AS75 (TeraGrid)
andAS503(CERN).

At eachendpoint, we hada dual 2.4-GHzIntel Xeon PC
with 2 GB of memoryanda dedicatedl33-MHz PCI-X bus
for the 10GbE adapter Eachnoderan Linux 2.4.19 with
jumbo framesand optimizedits buffer size to be approxi-
matelythebandwidth-delayroduct,i.e.,

echo 74096 87380 128388607" >
Iproc/sys/net/ipv4/tcp_rmem

echo 4096 65530 128388607" >
Iproc/sys/net/ipv4/tcp_wmem

echo 128388607 > /proc/sys/net/core/wmem_max

echo 128388607 > /proc/sys/net/core/rmem_max

Isbin/ifconfig ethl txqueuelen 10000

/sbin/ifconfig ethl mtu 9000
4.2 Experiment & Result

The additive increasemultiplicative decreas€AIMD) al-
gorithmgovernsTCP's bandwidththrougha sendersidestate
variablecalledthe congestiorwindow. The AIMD algorithm
modi es the size of the congestiorwindow accordingto the
network conditions. Without ary pacletloss,the congestion



Figure 9. 10-Gigabit Ethernet WAN Environment

window normally opensat a constantateof onesegmentper
round-triptime; but eachtime a congestiorsignalis receved
(i.e.,paclketloss),the congestiorwindow is halved.

However, as the bandwidth and lateny increase,and
hencejncreasinghe bandwidth-delayroductthe effectof a
singlepacletlossis disastrousn theselong fat networkswith
gamgantuarbandwidth-delayroducts.For example,in future
scenariose.g.,10-Gh/sconnectiorfrom end-to-endbetween
Genea and Sunryvale, Table 1 shavs how long it takesto
recover from a pacletlossandeventuallyreturnto the origi-
nal transmissiomate (prior to the pacletloss),assuminghat
the congestionwindow sizeis equalto the bandwidth-delay
productwhenthepacletis lost.

To avoid this problem, one simply needsto reducethe
paclet-lossrate. But how? In our ervironment,paclet loss
is dueexclusively to congestiorin the network, i.e., paclets
aredroppedwvhenthe numberof unacknevledgedpacletsex-
ceedgheavailablecapacityof thenetwork. In orderto reduce
the paclet-lossrate,we must“stop” the increaseof the con-
gestionwindow beforeit reaches congestedtate. Because
explicit controlof thecongestion-controlindow is not possi-
ble,weturnto the o w-controlwindow (TCPbuffer sizing)to
implicitly capthe congestion-windw sizeto the bandwidth-
delay productof the wide-areanetwork so that the network
approachesongestiorbut avoidsit altogether

As a result, using only a single TCP/IP streambetween
Sunryvale and Genea, we achie/ed an end-to-endhrough-
put of 2.38 Gb/sover a distanceof 10,037kilometers. This
translatesnto moving aterabyteof datain lessthanonehour.

Why is this resultso remarkable?First, it is well-known
that TCP end-to-endthroughputis inverselyproportionalto
round-triptime; thatis, thelongerthe round-triptime (in this
case, 180 ms, or approximatelyl0,000timeslarger thanthe
round-triptime in the LAN/SAN), the lower the throughput.

Second,given that the bottleneckbandwidthis the transat-
lantic LHCnet OC-48P0OSat 2.5 Gb/s, achieving 2.38 Gb/s
meansthat the connectionoperatedat roughly 99% payload
efciency. Third, the end-to-endWAN throughputis actu-
ally larger thanwhat an applicationusertypically seesin a
LAN/SAN ervironment.Fourth,ourresultssmashedoththe
single-andmulti-streaminternet2Land SpeedRecorddy 2.5
times.

5. Conclusion

With the currentgeneratiorof SAN interconnectsuchas
Myrinet and QsNetbeingtheoreticallyhardware-cappeét 2
Gb/sand3.2Gh/s,respectiely, achieving over4 Gb/sof end-
to-end throughputwith 10GbE makesit a viable commod-
ity interconnectfor SANs in additionto LANs. However,
its Achilles' heelis its 12- s (best-casegnd-to-endatengy,
which is 1.7 times slower than Myrinet/GM (but over two
timesfasterthan Myrinet/IP) and 2.4 times slower than Qs-
Net/Elan3(but over two times fasterthan QsNet/IP).These
performanceifferencescanbe attributed mainly to the host
software.

In recenttestson the dual 2.66-GHz CPUs with 533-
MHz FSBIntel E7505-basedystemsunningLinux, we have
achieved 4.64 Gb/sthroughput‘out of the box” The great-
estdifferencebetweenthesesystemsandthe PE2650ss the
FSB, which indicatesthat the CPU's ability to move — but
not process— data,might be animportantbottleneck.These
testshave notyetbeenfully analyzed.

To continuethis work, we arecurrentlyinstrumentingthe
Linux TCPstackwith MAGNET to performperpacketpro I-
ing andtracingof the stacks controlpath. MAGNET allows
usto pro le arbitrary sectionsof the stackwith CPU-clock
accurag, while 10GbEstresseshe stackwith previouslyim-



| Path

| Bandwidth Assumption | RTT (ms) | MSS (bytes) | Time to Recover |

LAN 10Gbps 1 1460 428ms
Geneva - Chicago 10Gb/s 120 1460 1 hr42min
Geneva - Chicago 10Gb/s 120 8960 17 min

Geneva - Sunnyvale 10Gb/s 180 1460 3 hr51min
Geneva - Sunnyvale 10Gb/s 180 8960 38min

Table 1. Time to Recover from a Single Packet Loss

possibleloads. Analysisof this datais giving usanunprece-
dentedlyhigh-resolutiorpictureof themostexpensve aspects
of TCPprocessingverhead4].

While a betterunderstandingf currentperformancebot-
tleneckds essentialtheauthors'pastexperiencevith Myrinet
andQuadricsleadsthemto believe thatan OS-bypasgproto-
col, like RDMA over IP, implementecover 10GbEwould re-
sult in throughputapproaching8 Gb/s, end-to-endatencies
belov 10 s,andaCPUloadapproachingero.However, be-
causehigh-performancéS-bypasgprotocolsrequirean on-
board(programmablepetwork processoon the adapterthe
10GbE adapterfrom Intel currently cannotsupportan OS-
bypassrotocol.

The availability of 10-GigabitEthernetprovidesa remark-
able opportunity for network researchersn LANs, SANs,
MANS, andeven WANs in supportof networks of worksta-
tions, clusters, distributed clusters,and grids, respectiely.
The unprecedente(commodity)performanceofferedby the
Intel PRO/10GbE sener adapteralso enabledus to smash
the Internet2Land SpeedRecord(http://Istinternet2.edupn
February27,2003,by sustaining?.38 Gb/sacrossl0,037km
betweerSunryvale,Californiaand Geneva, Switzerlandj.e.,
23,888,060,00@00,000meters-bits/sec.
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